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Ch. 3: Descriptive Statistics
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Ch. 7: Confidence Intervals (one population)
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Ch. 4: Probability

P(Aor B) = P(A) + P(B) if A, Bare mutually exclusive
P(Aor B) = P(A) + P(B) — P(Aand B)

if A, Bare not mutually exclusive
P(Aand B) = P(A) - P(B) if A, Bare independent
P(Aand B) = P(A)+ P(B|A) if A, Bare dependent
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Ch. 7: Sample Size Determination
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Ch. 5: Probability Distributions

n=2x- P( ) Mean (prob. dist.)
oc=VZ x P(x)] — w?  Standard deviation (prob. dist.)
P(x) = ———— +p"+¢"* Binomial probability
(n = x)
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ol=n ‘pq Variance (binomial)
o=Vnp-yq Standard deviation (binomial)
wr et Poisson distribution
P(x) = T where e =~ 2.71828
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Ch. 9: Confidence Intervals (two populations)
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Ch. 8: Test Statistics (one population)

_P—w» . .
z = —=DProportion—one population
P9
n
X — 0 Mean—one population
="
o /W (o known)
_ ¥~ M Mean—one population
= /N n (0 unknown)
) (n—1)s*  Standard deviation or variance—
X o2 one population

Ch. 9: Test Statistics (two populations)
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Ch. 10: Linear Correlation/Regression
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Ch. 12: One-Way Analysis of Variance

Procedure for testing Hy: by = py = py =

1. Use software or calculator to obtain results.
2. Identify the P-value.
3. Form conclusion:
If P-value = @, reject the null hypothesis
of equal means.
If P-value > a, fail to reject the null hypothesis
of equal means.

Ch. 11: Goodness-of-Fit and Contingency Tables
) (0 — E)> Goodness-of-fit

D N
, (O — E)*> Contingency table
X' = X [df=(— D 1)
(row total)(column total)
where £ (grand total)
(|6 = ¢ = 1)> McNemar's test for matched

1= s pairs (df = 1)

Ch. 12: Two-Way Analysis of Variance

Procedure:

1. Use software or a calculator to obtain results.
2. Test Hy: There is no interaction between the row factor and
column factor.
3. Stop if Hfrom Step 2 is rejected.
If H; from Step 2 is not rejected (so there does not appear to
be an interaction effect), proceed with these two tests:
Test for effects from the row factor.
Test for effects from the column factor.






